Source Attribution of Black Carbon in Arctic Snow
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Snow samples obtained at 36 sites in Alaska, Canada, Greenland, Russia, and the Arctic Ocean in early 2007 were analyzed for light-absorbing aerosol concentration together with a suite of associated chemical species. The light absorption data, interpreted as black carbon concentrations, and other chemical data were input into the EPA PMF 1.1 receptor model to explore the sources for black carbon in the snow. The analysis found four factors or sources: two distinct biomass burning sources, a pollution source, and a marine source. The first three of these were responsible for essentially all of the black carbon, with the two biomass sources (encompassing both open and closed combustion) together accounting for >90% of the black carbon.

1. Introduction

It has been realized for some time now (1–3) that the deposition of light-absorbing aerosol onto arctic snow has the potential to significantly alter the snow albedo, hence perturbing the radiative balance and possibly leading to earlier snowmelt. This light-absorbing aerosol has been variously referred to as “soot,” “black carbon,” or “elemental carbon,” in large part depending on the analysis technique. In this study we use the term black carbon, consistent with its relatively broader usage and the fact that our data are derived from an optical measurement. However, note that what is given is an equivalent black carbon concentration, derived assuming that all of the measured absorption is due to a single carbon species.

For aerosol in the arctic, there is a great deal of uncertainty and a voluminous literature on its sources, associated early on primarily with anthropogenic pollution (e.g., 4, 5). More recently, biomass burning has been recognized as an important aerosol source, particularly for black carbon (6, 7). Other aerosol sources such as the ocean (for sea salt) and biogenic emissions have also been investigated (8). Various techniques have been used to quantify the sources of arctic aerosols, including source-specific tracers (3, 9), numerical transport modeling (6), various forms of back trajectory analysis (10), and receptor modeling (8, 11). However, many of these studies did not encompass BC. Furthermore, there is a potentially substantial disjoint between source attribution of BC in atmospheric arctic aerosol and arctic snow. The latter involves—in addition to all of the factors influencing the former—such issues as scavenging efficiencies by precipitation, dry deposition rates, and the timing of precipitation events relative to inflow for the arctic region (cf., 12, 13).

Direct measurements of black carbon in arctic snow are sparse, though a number of studies have been conducted (e.g., 14–16). To date, source attribution of snow BC has relied primarily upon numerical transport modeling coupled with validation comparisons with these limited data (e.g., 9, 17). Such studies are invaluable diagnostic tools but tend to be somewhat uncertain in quantitative assessment of relative source magnitudes. To address this issue and to add to the data set on BC in arctic snow, we present a new data set on snow chemical composition and utilize these data as input to a standard receptor model to resolve the sources of the snow BC. Additionally, we test the plausibility of our source attribution using back trajectory analysis.

2. Experimental Methodology

2.1. Receptor Model. Because the source profiles, indeed, even the nature of the sources per se, are not well established for the arctic, fully deterministic modeling such as that in the well-known chemical mass balance model (e.g., 18) cannot be employed. Instead, one must rely on various Analysis of Variance (ANOVA) approaches. These techniques employ the internal variance of chemical compositions within a sample set in the deposition (“receptor”) area to extract statistical source profiles that can then be used for source attribution. A powerful member of this family of techniques is Positive Matrix Factorization (PMF), a type of factor analysis (cf., 19) that places various constraints on the matrix inversion (e.g., all factor loadings must be positive). Here we use the U.S. EPA version, PMF 1.1, which has been widely used in regulatory assessments.

One aspect of our application of the PMF model should be explicitly noted. Normally the model is applied to time series at a particular locale; i.e., temporal variance is analyzed. In this instance, we are treating the arctic as a receptor site whose various geographic subregions are differentially impacted by the potential sources; i.e., we are analyzing spatial variance. Such an application of ANOVA is perfectly consistent with the mathematical structure of the technique and has in fact been widely utilized by others (e.g., 20–22).

2.2. Sample Collection. The 36 snow samples selected for the analysis presented here were taken primarily during the spring (3 from the summer) and from close to the snow surface, typically within the first few cm but always, with the exception of the samples from Khatanga and one of the Greenland samples, within the top 20 cm of the snowpack. (The Khatanga samples extended over 34–42 cm depth and...
the Greenland sample was at 40 cm.) The rationale for this approach is to confine the analysis to recently deposited aerosol particles, essentially from the current snow season, and to avoid including snow from previous years in the variance analysis. Given the climatological mean snow depth deposited per month for the winter/spring season (123; V. Radionov, personal communication, 2008), the typical sample depths correspond to about one month’s snowfall. For the Khatanga and Greenland samples, it would correspond to a bit less than two months. The snow samples were melted in the field and filtered through Nuclepore polycarbonate filters (0.4 μm pore size) to separate out the black carbon and other water-insoluble species from the soluble analytes. Unfiltered samples were also taken and the solutes were analyzed, with no significant difference in analyte concentration found between filtered and unfiltered samples. The filtrate volumes ranged from 175 to 1300 mL and were most commonly around 300–600 mL. Aliquots of 30–80 mL were taken from the filtrate solutions, then frozen and returned to the laboratory for analysis. The filters were also returned to the laboratory for photometric and chemical composition analyses.

The sites from which samples were selected are shown in Figure S1 and listed in Table S1. The objective was to provide a reasonably representative and coherent picture of black carbon deposition for the arctic as a whole. However, by any standard, the coverage for so vast a region is sparse, with some portions of it (e.g., Eastern Siberia, Scandinavia) having no representation as yet. Hence, the analysis provided here is in no sense conclusive but should be considered exploratory though more geographically comprehensive than other such studies to date.

2.3. Chemical Analysis. In the laboratory, the snow filtrate aliquots were melted, treated with a biocide, and analyzed for standard anions via ion chromatography with conductivity detection (IC-COND), for carbohydrates via both liquid chromatography—mass spectroscopy (LC-MS) and IC with pulsed amperometric detection (IC-PAD), and for various elements via inductively coupled plasma—optical emission spectroscopy (ICP-OES). Details on these procedures are given in ref 24. The filters themselves were first analyzed optically for aerosol light absorption using a multispectral, integrating sandwich spectrophotometer similar to the one used by Clarke and Noone (2). This allows for determination of an equivalent black carbon concentration in the snow (ng g⁻¹ water) assuming that all absorption is caused by black carbon and that the black carbon has a mass absorption crosssection (MAC) of 6 m² g⁻¹, the crosssection of the weighed calibration standards. This may result in a high bias in derived BC where other light-absorbing aerosols (e.g., soil dust) are present (cf., 25). Regarding MAC, the critical point is that what is actually being allocated to various sources is in fact the aerosol absorption in the snow—the key variable for radiative transfer in any case.

After the photometric analysis, the filter was extracted in 5 mL of hexane and evaporated down to 2 mL under dry nitrogen. The extracted aliquots were then analyzed for polycyclic aromatic hydrocarbons (PAHs) via gas chromatography—mass spectroscopy (GC-MS) using a C5 column as per EPA reference technique 8270.

3. Results and Discussion

Shown in Figure S2 are mean concentrations of black carbon and selected other chemical species (selection based on the receptor model results to be discussed below) for each of the four geographic receptor regions shown in Figure S1. Substantial geographic differences in the chemistry are apparent. For example, it is clear that the Russian sites have the highest levels of black carbon and nitrate whereas the sites near the North Pole, interestingly, have the highest non

sea salt (NSS) sulfate levels. The Greenland sites, unsurprisingly based on their high altitude and previous studies (e.g., (26)), have the lowest overall concentrations (i.e., the lowest total mass and the lowest mass for most of the individual species analyzed). Positive correlations significant at the 95% level or better were found between black carbon and a number of other species (e.g., nitrate, Al, Fe, acenaphthene).

However, the linear correlation coefficient never exceeded 0.75 for any of these species and, in some cases (e.g., Fe and Al), was biased by numerous zero values. Deconvolution of the sources of the black carbon clearly requires a more sophisticated analysis, and we thus turn now to the receptor modeling.

Prior to applying the PMF model, the chemical database was assessed with regard to the reliability of the input variables. Variables for which fewer than half the sites had concentrations above the detection limit were eliminated from consideration. Those with either numerous zeros or poorer than average signal-to-noise ratios were down-weighted (by increasing the uncertainties associated with the variables by a factor of 3) to reduce their impact on the variance reduction algorithm. After taking these considerations into account, 22 chemical species were included in the receptor model (Table S2).

The model was run for 3–7 factors and always with 7 random seeds (initial starting points for the variance reduction algorithm). A choice of 4 factors gave the most stable results, and the most easily interpretable factors. Q values (modified χ² values) for the 4-factor solution (both robust and true) were closest to the theoretical Q value of any of the factor numbers for which the model was run, suggesting that the 4-factor solution was optimal (27). The model iteration selected for detailed analysis had a robust Q 8% lower than Q theoretical. The diagnostic regression $R^2$ for black carbon, the variable of most interest, was 0.66. While the choice of a larger factor number raised this considerably (e.g., five factor $R^2 = 0.75$), the additional factors were difficult to interpret physically, being essentially fragments of factors from the lower factor number solutions with no apparent physical rationalization for the split. Therefore, the 4-factor solution is the most meaningful in terms of source identification even though higher-order solutions have a bit more prognostic power for black carbon concentrations. Diagnostic $R^2$ values for most other key species were also reasonably high (e.g., Ca = 0.94, sulfate = 0.91, K = 0.91).

The factor loadings (apportionment of species mass to individual factors) for the 4-factor solution, essentially the source profiles, are standard outputs of the PMF 1.1 model and are given in Figure 1 (in both measured mass concentration and the % total mass allocated to each factor). The first factor or source profile (panel a) is easily interpretable. The chloride and sodium loadings are quite high, as are those of boron, potassium, and magnesium, all sea-salt components. Furthermore, the mole ratio of chlorine to sodium is essentially that of sea salt. Hence, we interpret this as a marine source. The second factor (panel b) contains a very high loading of nitrate, generally indicative of combustion, coupled with high loadings of NSS potassium, succinate, oxalate, and formate, all well-known biomass-burning species. The substantial loadings of acenaphthene and pyrene are also consistent with biomass burning, though they are not unique to it. Somewhat anomalously, levoglucosan, normally an excellent tracer for biomass burning emissions, is rather modestly loaded. On the other hand, the concentration ratio of black carbon to NSS sulfate in this factor is 0.21, appreciably higher than the same concentration ratio in snow samples in which the black carbon has been attributed mostly to industrial sources (e.g., (28)). Consistent with this, the ratio is also relatively high compared to another factor (see below) that we identify with pollution (ratio of
Sources identified via inverse modeling such as PMF are not precisely the same thing as actual physical sources (e.g., a coal-fired power plant or a set of biomass fires). While the sources or factors certainly help differentiate possible physical sources, they are still a concatenation of the emissions from these sources coupled with possible differential advection, mixing with different sources, and different in situ chemistry along the trajectories. Several possible examples of this arise in the factor loadings. For example, Pb, a nearly entirely pollution-derived species, is present in all of the factors. This is not at all uncommon (e.g., (31)) and usually arises because of limited variance in the species concentration, likely due in this case to widespread diffusion of the pollution source plumes. It renders the species of little value as a source discriminant and, indeed, if Pb is removed entirely, there is no significant difference in the results. On the other hand, some apparently discriminatory species may not be quite what they appear. For example, the major differentiating species between the two biomass factors are acetate and nitrate, the acetate loaded almost entirely onto the first biomass factor and the nitrate loaded entirely onto the second. The error analysis (by bootstrapping) shown in Figure S3 suggests that the allocation of neither species is necessarily so exclusive. Still, it is quite marked and, given that there is little if any nitrate allocated to the pollution factor, clearly not entirely physically plausible. The nitrate allocation probably reflects an artificial loading which appreciably lowered the Q value of the solution due to a pathological spatial variance in this species. If both acetate and nitrate are removed from the analysis, the black carbon mass is still loaded onto a single biomass factor almost exclusively (>90%). Furthermore, as discussed below, the differentiation of the biomass sources by acetate and nitrate does have some physical plausibility. Hence, although there is some uncertainty with respect to the factor interpretations, as there always is, the origin of most of the black carbon in the snow samples seems clear. About 57% of the black carbon is loaded onto the second biomass factor and about 36% is loaded onto the first biomass factor. Thus, more than 90% of the black carbon is associated with biomass burning, with the residual associated mostly with the pollution source factor. This result is somewhat surprising in that arctic aerosols have generally been considered to be largely from industrial emissions (cf., (5)) and even snowpack samples in Greenland show a major anthropogenic, industrial impact (26). On the other hand, a number of analyses (32, 33, 3) have demonstrated that for particular years and seasons (e.g., spring), biomass burning emissions can have a profound impact on the arctic aerosol and on the snow composition as well. Given this variability in the impact of particular source types, it is worthwhile to examine the source attribution of the various individual receptor sites used in the model.

Shown in Figure 2 are the contributions of each source to the individual receptor sites used in the analysis. The biomass source with the 36% black carbon loading (factor 2) is primarily associated with the Russian sites with some contribution at others (e.g., numbers 2, 8, and 11). We label it the Russian biomass factor since it is most prevalent in this receptor area—not necessarily because the actual fires that are the aerosol source are in Russia. Conversely, the second biomass source (factor 3), distinguished by the highest black carbon and acetate loadings, makes a major contribution solely at the North American sites, though it is present also at the Russian sites. We label this the North American biomass factor. The distinction between these factors, while likely at least partially artificial, is not physically implausible. Agricultural burning such as that which predominates in the spring in North America tends to be higher in acetate and lower in nitrate emissions than the mix of boreal and agricultural burning characteristic of Eurasia (33–35). Con-

![FIGURE 1. Source profiles for the four factors/sources resolved by the PMF 1.1 model based on the chemical species listed in Table S2.](image-url)
include the black carbon. The scores becomes degenerate; i.e., we would be regressing black carbon at the sample sites onto the corresponding factor loadings for the runs which are then regressed, factor by factor, precision the same sample matrix except that black carbon is completely removed. The factor loadings for the four factors ensure that this is not the case, the PMF model is rerun for the presence of black carbon, then regression of the black carbon mass. However, preliminary to this analysis, an assessment must be made to check the sensitivity of the factor resolution to the presence of the black carbon itself.

While interesting in itself, the contributions of the various source factors to each sample site are essentially intermediate results with regard to the main variable of interest in this study, black carbon. To arrive at the contribution of each source to the black carbon mass at each site, regressions of the black carbon mass at each site onto the normalized factor source contribution for each factor at each site (as shown in Figure 2) are made. The regression coefficients are then multiplied by the normalized source contributions to arrive at the contribution of each source to the measured black carbon mass. However, preliminary to this analysis, an assessment must be made to check the sensitivity of the factor resolution to the presence of the black carbon itself in the variable matrix. If the factors were quite sensitive to the presence of black carbon, then regression of the black carbon at the sample sites onto the corresponding factor scores becomes degenerate; i.e., we would be regressing black carbon onto what is largely a surrogate for black carbon. To ensure that this is not the case, the PMF model is rerun for precisely the same sample matrix except that black carbon is completely removed. The factor loadings for the four factors determined in these runs are then regressed, factor by factor, onto the corresponding factor loadings for the runs which include the black carbon. The $R^2$ values from this analysis are as follows: first biomass factor $= 0.9$, second biomass factor $= 0.99$, pollution factor $= 0.95$, marine factor $= 0.99$.

Hence, the factor extraction is essentially independent of the black carbon, and the regression analysis to calibrate the factor scores is valid.

The results of the black carbon attribution analysis are shown in Figure 3 in the form of the fractional contribution of the four sources to the black carbon (panel a) and the corresponding black carbon concentration in the snow (panel b). As in Figure S2, the results are shown for each of the four geographic areas for which samples were obtained. The fractional contributions are presented to more clearly show the relative impact of the sources associated with the PMF analysis. As expected, the biomass sources are the dominant contributors to the black carbon in the snow. This is true not only for the North American and Russian sites but also for Greenland, a finding in agreement with the recent analysis of McConnell and colleagues (3). Interestingly, the geographic area for which this is not the case, and for which the pollution source is dominant, is the North Pole.

To assess the possibility of long-range transport of pollution, a set of 6-day isentropic back trajectories for this receptor area was run, using the HYSPLIT IV model, over the time interval from March 16 through April 7, i.e., roughly a month before sample collection at the various sites. We use 6-day trajectories because longer trajectories show substantial instability in arctic air (36). A drawback of this is that such trajectories are commonly of insufficient length to reach source areas, though they do show directions of flow consistent with such source areas. While some of the back trajectories did impinge on the northern Siberian coast, where development is evident, by and large there was no clear, consistent pollution source revealed by this analysis. Possibly, the relatively few trajectories loosely associated with pollution are also associated with abnormally high precipitation, thus enhancing deposition to the snow. However, daily precipitation data are not available for these sites and this cannot be
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**FIGURE 2.** Contributions of each source/factor to each sample or individual receptor site. The contributions have been normalized by the average value of the respective factor contribution over all sites.

![Figure 3](https://example.com/fig3.png)

**FIGURE 3.** Results of the black carbon source allocation: (a) mean mass fraction of the black carbon in each arctic subregion or receptor area coming from each of the four source/factors; (b) absolute equivalent black carbon concentrations (ppbm) in the snow (again area means) to associate with these mass fractions. The shaded bars give the quartile range for the mean (expressed as a black line within the quartile). Error bars give the 95% range.
corroborated. An alternative explanation would be that very local pollution from the sampling expeditions themselves had impacted the samples, though the low black carbon values suggest this is unlikely.

Back-trajectory analysis for the sites most impacted by the biomass burning factors was more broadly consistent with long-range transport of fire aerosols. For example, the Russian region, in particular the Khatanga site, not only had the highest levels of black carbon in snow of any of the sites sampled (as per Figure 3b) but also black carbon that was dominated by biomass burning emissions (as per Figure 3a). Back trajectories run from Khatanga (72.35° N, 103.18° E) between March 5 and April 14 show transport predominantly from the south, with the 6-day end points spanning a longitudinal range 60–120° E and a latitudinal range ~65–50° N. This area is close to and indeed partially overlaps the area of chronic springtime fires indicated by SPOT and MODIS burn area data over the period from 2000–2004 (37). Similar data for 2007 were supplied to us by S. Bartalev (personal communication, 2008) and suggest a source area of ~80–130° E longitude and 45–55° N latitude as do fire emission fluxes for April 2007 from FLAMBE analysis (Figure S4). While scarcely decisive, this analysis is consistent with the PMF analysis.

Another issue with interpretation of the PMF results is associated with the time of year at which the samples were obtained—from late March to early May. This period happens to coincide with that of the most intensive prescribed burning in both Siberia and the Caucasus regions. Because we generally employed samples from the topmost snow layer, representing the most recent snowfall (roughly the last 2–3 months of precipitation), it is conceivable that a temporal bias favoring the importance of biomass emissions is present in the data. In this regard, it is informative to compare the Greenland sample taken at 40 cm depth (the deepest sample analyzed) with a nearby surface sample. The surface sample has a somewhat higher total aerosol mass but is disproportionately higher in sucinate, oxalate nitrate, and NSS potassium, all biomass tracers as per the above analysis. On the other hand, the NSS sulfate, a pollution marker, is disproportionately higher in the 40-cm sample. This would certainly suggest that the earlier winter snow might show a more substantial black carbon contribution from pollution. Nevertheless, most of the black carbon is in fact in the surface layer, the concentration generally decreasing with snow depth. Furthermore, it is the surface black carbon that has the most impact on the snow albedo (cf., 13, 16), the underlying motivation for this study, and it is during the spring (not winter) when reduced snow albedo has the largest climatic impact. The results presented here suggest that biomass burning is thus the largest contributor to this reduction in snow albedo in the areas and during the period we sampled.

Finally, it is important to note that the 2007 fire emissions appear to be typical, in contrast to, for example, 2003 with its very high fire incidence (37). Hence, the results presented here may be representative of more than the 2007 annual interval.
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